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Figure 1: ControllerPose uses two fsheye cameras (A) on each VR hand controller (B) to composite a superior view for full-body 
3D pose tracking (C), which is then used to control an avatar (D) ofering a more embodied and immersive VR experience. 

ABSTRACT 
We present a new and practical method for capturing user body pose 
in virtual reality experiences: integrating cameras into handheld 
controllers, where batteries, computation and wireless communica-
tion already exist. By virtue of the hands operating in front of the 
user during many VR interactions, our controller-borne cameras 
can capture a superior view of the body for digitization. Our pipeline 
composites multiple camera views together, performs 3D body pose 
estimation, uses this data to control a rigged human model with in-
verse kinematics, and exposes the resulting user avatar to end user 
applications. We developed a series of demo applications illustrat-
ing the potential of our approach and more leg-centric interactions, 
such as balancing games and kicking soccer balls. We describe our 
proof-of-concept hardware and software, as well as results from 
our user study, which point to imminent feasibility. 
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1 INTRODUCTION 
Today’s virtual reality (VR) systems generally do not capture lower 
body pose – looking down in most VR experiences, one does not 
see their virtual legs, but rather an empty space with sometimes 
a difuse shadow, reducing immersion and embodiment [34, 38]. 
This is because most contemporary VR systems only capture the 
motion of a user’s head and hands, using IMUs in the headset 
and controllers, respectively. Some systems are able to capture 
other joints, such as the legs, by using accessory sensors, either 
worn [24, 25, 60] or placed in the environment [9, 12, 84]. The 
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Figure 2: Four systems closely related to ControllerPose, though all instrument the head/headset as opposed to the 
hands/controllers. In order to see the lower body, the cameras operate quite far from the head, ranging from 7 to 25 cm 
from the user’s forehead. xR-EgoPose [71, 72] does not provide a photo of their physical apparatus, but example views from 
the system are illustrative of occlusion issues faced by such approaches. 

latter systems are comparably rare as the additional hardware cost 
and extra inconvenience of setup has been a major deterrent for 
consumer adoption. 

A more practical approach is to use cameras in the headset 
[2, 72, 79] (Figure 2), though these innately have a very oblique view 
of the user, and line-of-sight to the lower body can be blocked by a 
user’s clothing or body (e.g., stomach, breasts, hands - examples in 
Figure 2, far right). To increase user comfort, headset designs are 
becoming thinner, which reduces rotational inertia and torque on 
the head from the weight of the headset. Unfortunately, this will 
slowly preclude the ability to perform robust pose tracking with 
headset-borne cameras. 

In this paper, we consider an alternative and practical method for 
capturing user body pose: integrating cameras into VR controllers 
(Figure 1A), where batteries, computation and wireless communi-
cation already exist. In a small motion capture study we ran, we 
found that the hands operate in front of the body a majority of 
the time (68.3%). Thus, we can opportunistically capture superior 
views of the body for digitization. In other cases, the hands are 
either too close or resting beside the body – in these cases, pose 
tracking will fail or would have to rely on e.g., inverse kinematics 
using available IMU data. However, the full-body tracking ofered 
in many instances opens new and interesting leg-centric interac-
tive experiences. For example, users can now stomp, lean, squat, 
lunge, balance and perform many other leg-driven interactions in 
VR (e.g., kicking a soccer ball in Figure 1D). We built a series of 
functional demo applications incorporating these types of motions, 
illustrating the potential and feasibility of our approach. In the 
following sections, we describe our implementation and user study, 
the results of which show our system can track full-body pose with 
a mean 3D joint error of 6.98 cm. 

2 RELATED WORK 
We now review related work in body capture and digitization, 
sensed both externally and by worn hardware. We more specif-
ically discuss approaches that digitize the body for applications in 
virtual reality. Refer to [35] for a comprehensive survey. 

2.1 External Body Pose Capture 
There have been signifcant strides in capturing the user’s pose 
with external sensors. Commercial systems such as Vicon [73] and 
OptiTrack [46] make use of retrorefective markers tracked by high-
speed external infrared cameras. These systems are considered 
the gold standard and have been extensively used for character 
animation, games and movies as they provide low-latency and 
accurate motion capture ("MoCap"). 

In recent years, with the advent of deep learning, computer 
vision based pose estimation systems have become increasingly 
popular. These include systems that make use of RGB cameras 
[9, 12, 39, 51], depth sensors such as Kinect, OpenNI [50] and Intel 
RealSense [26], and systems that combine RGB and depth [43, 86]. 
Researchers have also considered non-optical tracking systems, uti-
lizing modalities such as RF [85], capacitive sensing [83], magnetic 
felds [48, 54], mechanical linkages [67] and acoustics [5]. These 
systems have limited range and precision when compared to their 
visual counterparts. 

In VR settings, the use of outside-in tracking (i.e., an external 
sensor looking at the user) has been explored in many systems 
such as the HTC Vive [22], Oculus Rift [42] and PlayStation VR 
[61]. These systems typically track the headset and two-handheld 
controllers and can roughly estimate the remainder of the joints 
with inverse kinematics [52, 59]. More faithful full-body tracking 
can be achieved by placing extra sensors on the limbs, such as HTC 
VIVE trackers [23], or bolstering capture with external cameras 
such as the Kinect. 

2.2 Worn Body Pose Capture 
Worn body capture systems generally ofer greater ease-of-use and 
mobility to users, allowing for body digitization on-the-go and 
with less setup. While there are innumerable specialized systems 
that focus on digitizing the hands [17, 31, 82] and face [3, 28, 70], 
more related to our work are worn, self-contained approaches that 
attempt whole-body pose estimation. A wide variety of sensing 
techniques have been explored for whole-body capture, including 
exoskeletons [40], magnetic trackers [14], and ultrasonic beacons 
[74]. Distributed sensor-based approaches that instrument multiple 
points of the body with the same sensor are also popular; IMU’s 
[7, 24, 68, 78], cameras [1, 47, 60], pressure sensors [81] and RFID’s 
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Figure 3: Left: Histogram showing the distribution of hand locations in front of the body (antero-posterior axis) during typical 
VR experiences. Right: Histogram showing the distribution of left and right hand locations along the mediolateral axis. 

[30] have been explored for these purposes. PoseOnTheGo [6] 
demonstrated coarse estimation (as opposed to true tracking) of 
whole-body pose using a handheld smartphone by fusing camera, 
IMU and touchscreen data. 

Most related to our work are computer vision approaches that 
track the wearer with one or more cameras. Researchers have ex-
plored instrumenting various body parts with cameras, for instance, 
Back-Hand-Pose [77] makes use of a wrist-worn fsheye camera 
for hand pose estimation. [10] instruments the shoe with a depth 
sensor for hand gesture recognition. Similar camera arrangements 
have also been explored in a pendant [63] and ring [13, 45, 80] 
form factor for hand and fnger tracking. In terms of body tracking, 
OddEyeCam [32] makes use of a depth and wide angle RGB cam-
era attached to a smartphone for tracking the shoulders of a user. 
Similarly, [25] and [29] make use of an ultra-wide fsheye camera 
mounted on the user’s chest for 3D pose estimation. Shiratori et 
al. [60] placed 16 cameras on the body to capture the movement 
of joints as an inside-out tracking approach. Importantly, all of the 
previous approaches require additional cameras placed at locations 
that are not part of current consumer-grade VR hardware (headset 
and handheld controllers), whereas ControllerPose does not. 

Most closely related to ControllerPose are body capture sys-
tems that augment existing VR hardware (i.e., no new accessories, 
no additional setup time). These include EgoCap [57], MeCap [2], 
Mo2Cap2 [79] and xR-EgoPose [71, 72], all shown in Figure 2. In 
these systems, one or more cameras operate roughly 7 to 25 cm 
from the face in order to get a reasonable view of the body. How-
ever, this design increases rotational inertia and applies a torque to 
the head due to gravity. Even at this distance, these system have 
very oblique views of the body that are prone to self-occlusion. As 
can be seen in the xR-EgoPose examples (Figure 2, far right), hands 
operating in front of the user (common in VR experiences) often 
block the view of the legs. Moreover, a user’s stomach or breasts 
can also block the view (Figure 2, far right), as can items of clothing. 
We also note that the current industry trend is to make headsets 
thinner to reduce e.g., rotational inertia, which would increase body 
occlusion, making cameras on the headset less and less suitable for 

body pose tracking. Of course ControllerPose also sufers from oc-
clusion, though from diferent sources, and so the two approaches 
seem complementary as we note in Future Work. 

3 HAND LOCATION BACKGROUND STUDY 
While there has been considerable research on the ergonomics of 
VR [55, 58, 75], we were unable to fnd useful statistics on where 
user’s hands are located during typical VR experiences. To ground 
our assumptions, we ran a small motion capture study, in which 
fve participants (mean age 21.0) played three popular titles for the 
Oculus Quest 2 [41] (one level each of Beat Saber [15], Superhot 
[66] and Pistol Whip [16]). When an app is running on the Quest 2, 
it is not possible to record the VR controller positions. Instead, we 
used a Kinect V2 placed 2.5 m in front of participants, and used the 
ofcial SDK to create a basic program to record the 3D head, torso, 
hand and elbow positions at 30 FPS. Prior studies (benchmarking 
against a Vicon tracking system) have shown Kinect hand joint 
tracking error to be around 2.5 cm [8], more than sufcient for 
the purposes of this study. In total, we collected 55.2 minutes of 
playtime containing 99,353 body tracking instances for analysis. 

The distribution of how far the hands operate in front of the 
body is shown in Figure 3. We found that 31.7% of the time, hands 
could be found held to the chest or resting by the side of the body. 
The other 68.3% of the time, the hands were operating in front of 
the user engaging with VR content, with a mean distance of 24.4 cm 
(SD=17.5). The horizontal distribution of the left and right hands 
is shown in Figure 3. On average, the left hand operates 35.2 cm 
(SD=14.5) from the body center, while the right arm operates 33.3 
cm (SD=17.7) away. Interestingly, at least for the three VR apps we 
tried, the hands almost never crossed, and only rarely moved into 
the other hand’s “air space”. 

More relevant to our problem domain is the mean Euclidean 
distance of the hand to the body center line (i.e., assuming the user 
is roughly centered in the controller camera’s feld of view, how far 
away would the camera be on average?). Our results show a mean 
Euclidean distance of 43.0 cm (SD=15.6) from camera to body. This 
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Figure 4: Camera compositing and unwarping pipeline: Our system ingests two live camera feeds, streamed from each of the 
two handheld controllers (B). Bad frames are detected and fltered (C). Good frames are corrected for fsheye distortion (D), 
followed by a cylindrical projection (E) and fnally stitched together into a single “panorama” (F). We include an external 
photo for reference (A). 

operational envelope was important in selecting cameras with a 
suitable feld-of-view to capture the whole body. 

4 IMPLEMENTATION 
We now describe the various hardware and software components 
that work together to enable full-body pose tracking. 

4.1 Hardware 
As a test platform, we used a stock Oculus Quest 2 VR headset 
connected to a laptop (Intel i7 2.6 GHz, 16 GB, Nvidia RTX 2060 
GPU) running Unity Apps via Oculus Link. We instrumented each 
hand controller with two wireless cameras – one placed on the 
upper ring and the other mounted to the bottom of the grip (Figure 
1A). These locations are minimally occluded by the arm holding 
the controller. Both cameras [76] are wide-angle, providing a 120° 
vertical and 150° horizontal feld of view at a resolution of 640×480. 
When combined in our later software pipeline, the composited feld 
of view expands to 185° vertically (horizontal feld of view remains 
the same). Both cameras are powered by a single 8.3 Wh LiPo 
battery providing around 2.5 hours of runtime. The four analog 
wireless cameras are read by a desktop computer (Intel Core i7 3.6 
GHz, 16 GB, Nvidia 1080 Ti GPU) using USB receivers – the end-to-
end (i.e., photon-to-motion) video latency is roughly 75 ms. We run 
our processing pipeline on the desktop, and the laptop tethered to 
the VR headset is only responsible for running Unity. 

We emphasize that this apparatus is a proof of concept that facili-
tated rapid prototyping. We envision a commercial grade prototype 
with integrated cameras (perhaps even more than two). A bill of 
materials teardown of the Oculus Quest 1 [69] suggests all four 

Aptina camera modules in the headset, plus the Etron eSP770 cam-
era controller IC, cost around $14.75 in commercial volumes, and 
it is likely that including cameras in the controllers would carry a 
similar cost. 

Body pose processing could occur in one of two places. First, the 
low-resolution video could be streamed back to the headset where 
a more powerful CPU and GPU exist. The Oculus Quest 2 already 
has real-time hand pose tracking (21-joints × two hands); the body 

Figure 5: Left: Our second proof-of-concept controller that 
performs on-board body pose tracking at camera framerate. 
Right: An example stitched image from the two fsheye cam-
eras with extracted body pose overlaid. 
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Figure 6: 3D pose estimation pipeline: Our system estimates 2D body pose for the left and right streams, as well as torso-normal-
aligned views (G). This multi-view pose data is featured and combined with VR headset and controller position/rotation (H) 
as reported by the Oculus Quest 2’s software. This multi-modal data is then fed into a multi-input neural network (I) with 
the depicted architecture, which outputs 3D angles for 17 joints. A forward kinematic pass (J) assembles the bone linkages 
into a joint-normalized 3D pose (K), which is then passed to Unity where an inverse kinematic solver poses an avatar (L) for 
interactive use. An external photo is provided for comparison (A). 

is less complex in terms of keypoints (17 in our case) and could 
almost certainly run in realtime on the present headset hardware. 

Alternatively, body pose processing could occur on-controller, 
with the processed skeletal data streamed back to the headset over 
the existing low-bandwidth wireless connection that is already 
streaming IMU, hand grip, joystick and button data. As a proof-
of-concept, local-compute controller, we instrumented an Oculus 
Quest 2 controller with a StereoPi V2 board [64], two Arducam 
fsheye cameras (OV5647/LS-40180; 194°HFOV), Raspberry Pi Com-
pute Module 4 [53] and Google Coral [18]. This hardware and an 
example stitched image can be seen in Figure 5. In the future, these 
components could be tightly integrated onto a single SOC. Our 
prototype controller performs on-board 2D pose extraction using 
Edge TPU PoseNet MobileNet V1 [51] at 29.6 FPS. The headset 
would then perform fnal computation using skeletal data from 
both controllers, which is computationally lightweight. For the rest 
of the paper, we only use and discuss our analog wireless camera 
controller implementation, as this was more compact and robust 
for user studies. 

4.2 Compositing and Unwarping Pipeline 
Figure 4 provides an overview of our compositing and unwarping 
pipeline. A reference external photo of a user is seen in Figure 4A. 
Our pipeline starts with the four raw camera feeds coming from the 
left and right controllers (Figure 4B). These analog transmissions 
can sufer from interference and occasional synchronization loss, 
resulting in unusable frames (roughly 1 in 50) that we flter (Figure 
4C). Next, we correct each camera for fsheye distortion (Figure 4D). 
For this, we use OpenCV’s fsheye camera model API [11], which 
requires a one-time checkerboard calibration procedure. On the 
corrected image, we then perform a cylindrical projection [36] (Fig 
4E). Diferent projections preserve diferent aspects of an image 
(e.g., area, shape, distance, parallel lines). We found that cylindrical 
projection best preserved the relative proportions of users’ bodies, 
especially at the region of stitching (but we note that many pro-
jections are applicable). We then proceed to stitch the two images 
together into a “panorama” with a gradient blend (Figure 4F). As 
the geometry between the cameras is fxed, a one time calibration 

is required to determine the stitch parameters. This composited 
image has a roughly 185° vertical by 150° horizontal feld of view. 

4.3 3D Pose Estimation Pipeline 
Figure 6 provides an overview of our multi-view and multi-modal 
3D pose estimation pipeline. First, using the output of our com-
positing and unwarping pipeline (Figure 4F), we extract 2D pose 
estimates of the user. For this, we use a 2D pose model built on the 
latest v1.7.0 release of OpenPose [12] outputting the following 17 
keypoints: head, 2 × shoulders, 2 × elbow, 2 × hand, torso, mid hip, 
2 × pelvis, 2 × knee, 2 × ankle, and 2 × foot. First, we produce two 
skeletons using the left and right streams (Figure 6G, top two inset 
images). Then, using the resulting shoulder and hip keypoints, we 
create torso-normal-aligned views using a four-point perspective 
transform. From this viewpoint, the lower body is more proportion-
ally correct, and we use this to produce two more 2D pose estimates 
(left and right streams; Figure 6G, bottom two inset images). We 
note that it is not uncommon for one controller to have a good view 
of the user, while the other view is poor or occluded. In this case, 
only data for one or two skeletons will be produced. In cases where 
no skeletons are found, the pipeline ends here and awaits better 
frames. For each found skeleton, we compute unit direction vec-
tors [4] between all pairs of the 17 joints resulting in 136 direction 
vectors, along with joint confdence values (17 values). 

In addition to the multi-view 2D pose data, we supplement our 
input vector with the height of the headset, and the X/Y/Z position 
and X/Y/Z/W rotation (quaternion space) of both controllers with 
respect to the head (another 15 features), as reported by the Oculus 
Quest 2 software (Figure 6H). Our multi-modal data is then fed into 
a multi-input neural network - a multilayer neural network [37] 
with batch normalization [27], Rectifed Linear Units (RELUs) [44], 
dropout [62] and residual connections [21] (architecture illustrated 
in Figure 6I). 

Our model was pre-trained on data from nine users (indepen-
dent from our user study participants) performing diferent poses 
while in VR. We used a Kinect v2 and Microsoft Kinect SDK for 
ground truth 3D pose capture (our evaluation used a similar ground-
truthing scheme; see Section 5 for more details). This training 
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Figure 7: The twenty lower-body poses requested in our user study. Note that while holding each pose, both arms were system-
atically translated within a 69x51x22 cm volume in front of the user to provide a fully-crossed arm pose x leg pose capture 
procedure that was experimentally feasible. 

dataset contained 70,316 body instances collected over a period 
of 147 minutes. During training, we use a batch size of 128 and 
update the weights using the Adam optimizer [33] with a learning 
rate of 0.001 and a decay of 5×10−6. For our loss term, we use mean-
squared error and train the model for 500 epochs. The network is 
implemented in TensorFlow and trained on an NVIDIA Titan V 
GPU. 

Our model outputs 3D joint angles for the aforementioned 17 
keypoints with respect to their parent (hip is the root) with 43 
degrees of freedom. We then perform forward kinematics (Figure 
6J) to resolve the pose in 3D Cartesian space (Figure 6N). As a fnal 
step, we pass our pose output through an inverse kinematic solver 
implemented using FinalIK [59] in Unity [19] (Figure 6L). This helps 
to correct unnatural poses and allows us to continue animating 
the avatar through brief periods of tracking loss. In Unity, we also 
apply basic logic to ground the feet to the VR environment foor. 
Specifcally, if a foot keypoint is detected to be near the foor, we 
anchor it to the foor. Otherwise, a foot is assumed to be raised. We 
note that our prototype implementation currently only supports 
one foot being raised at a time, allowing for e.g., walking, but not 
running. However, this is not an innate limitation, as distance from 
the ground plane is tracked by the VR headset, and such data could 
be utilized in future versions to enable e.g., jumping. 

4.4 Framerate and End-to-End Latency 
Our full pipeline runs at 7.2 FPS (SD=0.67). We measured the motion-
to-photon latency of our full stack by having a user perform a 
series of rapid and distinctive poses while being recorded with 
a camera at 240 FPS. In subsequent analysis, we found a mean 
latency of ∼297 ms. As noted previously, it takes ∼75 ms just to 
receive video frames that are the input to our pipeline. Other major 
sources of latency come from imaging unwarping/compositing 
(∼63 ms), body pose estimation (∼128 ms), network overhead (∼8 
ms) and Unity (which renders graphics and runs an IK solver; ∼17 
ms). In a commercial implementation, some sources of latency 
would be eliminated (e.g., network overhead), while other processes 
would be deeply optimized with DSP/ASIC hardware in the headset 

or controllers (e.g., image unwarping). The remaining machine 
learning components would run with hardware acceleration. 

As one point of reference, the Oculus Quest 1 performs 21-joint 
hand pose tracking (times two hands) – also using a view compos-
ited from four headset cameras – at 30 FPS [20] (the newer Quest 
2 runs at 60 FPS [49]). This demonstrates what commercial-level 
optimization can achieve, and there is no fundamental reason to 
suggest that similar performance is not possible with our approach. 
The latency numbers we report above are to document our un-
optimized, proof-of-concept system, and should be considered a 
lowerbound. 

5 EVALUATION 
We recruited 8 participants (mean age 22.7) for a 30 minutes study, 
which paid $20 in compensation. After a brief orientation, par-
ticipants were ftted with an Oculus Quest 2 running our study 
interface and given our prototype controllers to hold for the du-
ration of the study. An area with a plain background was used. In 

Figure 8: To help guide their arm movements through a con-
sistent volume, participants were shown sixteen spheres ar-
ranged at two distances (arms fully extended and arms bent), 
arranged into triangular groupings for the left and right 
hands. 
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Figure 9: Mean 3D Euclidean error across the 17 body joints our system produces. Left: Heatmap of mean error across the body. 
Right: Bar chart of same data with error bars (standard deviation). 

order to evaluate our system’s pose tracking accuracy, we designed 
our procedure to capture a variety of body poses at a variety of 
controller positions, in a reasonably standardized way, that approx-
imated the interactive volume of VR controller input informed by 
our earlier study. 

5.1 Procedure 
Upon wearing the VR headset, participants were presented with 
welcome text that requested they fully extend their arms in front of 
their bodies and pull the trigger button. This was used to calibrate 
arm length, after which four groups of four color-coded spheres 
appeared in front of the user (locked to the front of the body, oc-
cupying a fxed volume of 69 × 51 × 22 cm; Figure 8). Each group 
consisted of a sphere located straight ahead, at head height, at stom-
ach height and to the side of the user at shoulder height. Each arm 
had groups at two distances; one for arms fully-outstretched, and 
another with the elbows bent, but not touching the body. Spheres 
turned red when intersected by the user’s hand for visual confrma-
tion. The spheres acted as a visual guide – participants were told 
to move one controller at a time between these four points, paus-
ing momentarily at each sphere, completing a roughly triangular 
motion (i.e., straight, up, side, down, back to straight) taking ∼3 
seconds. We observed a mean translation speed of 1.1 m/s. Once 
a participant had translated one hand through a grouping (e.g., 
left arm at close distance), they would move to the next grouping, 
until all four groupings were completed. Note that during these 
translations, as well as when moving between sphere groups, our 
pipeline continually captured and processed data at 8 FPS – the 
task was simply designed to capture a wide variety of controller 
positions in front of the user. 

To capture a variety of body poses, participants were asked to per-
form twenty diferent poses, seen in Figure 7. These were requested 
one at a time, and then inside each pose trial, the experimenter ver-
bally instructed participants to translate the controllers through the 
aforementioned four sphere groups (procedure above). Eight poses 
had participants lift one leg from the foor. In piloting, we found 
that it was challenging to balance on one leg while performing 
the controller translations (as it shifted the user’s center of mass), 
and so for these poses in our study, participants were permitted 
to drop their legs down to the foor to regain balance as needed, 
and then resume the controller translation when balancing again. 
Since our controllers continuously captured data, it meant these 
trials appeared more akin to a series of repeated high steps than a 

statically held pose. However, the data was still perfectly well suited 
for evaluating pose accuracy. In total, the above procedure captured 
33,934 data instances (which include data from both controllers) 
over a cumulative period of 68 minutes. 

5.2 Ground Truth Body Pose 
In order to assess our system’s pose tracking accuracy, it was nec-
essary to capture a ground truth body pose. For this, we used a 
Kinect V2 placed 2 m in front of participants (similar to our hand 
location background study). The ofcial SDK outputs 25 body joints 
[84] (which have a direct mapping to the 17 joints we compute) 
in real-world X/Y/Z coordinates with respect to the sensor. While 
not as accurate as a professional-grade motion capture system, we 
found it to be more than sufcient for the types of full-body poses 
we focus on (see e.g., [8] for a rigorous analysis of Kinect V2 joint 
tracking accuracy; at our 2 m sensing distance, mean joint error is 
around 4.5 cm), and obviated the need to place tracking markers on 
participants. We wrote a basic program to log a participant’s body 
pose at the Kinect V2’s native 30 FPS, which was timestamped for 
later comparison to our system’s pose output. 

5.3 Results and Dataset 
Our study data had to be normalized to compensate for variations in 
user position and height, as our pipeline does not track a user’s real-
world position nor the real-world size of a user. Thus, to standardize 
our Kinect-captured ground truth data with our ControllerPose 
output, we use the hip center as the body origin (i.e., 0,0,0) and 
orient the body such that the two pelvis keypoints are facing directly 
forwards. We standardize both datasets (Kinect and ControllerPose) 
to a constant body size of 1.8 m tall. This body-size-normalization 
step means that smaller/larger participants have equal weighting 
in terms of error. As noted earlier, our machine learning model 
was pre-trained on data from nine users who were not recruited as 
participants in this study (avoiding a train/test bias). 

Overall, our pipeline had a mean 3D Euclidean joint error of 
6.98 cm (SD=4.2) with respect to the Kinect-captured ground truth. 
Accuracy broken out by joint can be seen in Figure 9. We note that 
hip and torso points have very low error, but this is because they 
directly attach to the mid-hip root node, which both our pipeline 
and the Kinect ground truth use as the body origin. Excluding those 
three points (leaving all of the limb joints), our mean 3D Euclidean 
joint error is 8.59 cm (SD = 5.2). Even still, this exceeded our expec-
tations, and suggests that gross body movements can be faithfully 
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Figure 10: Feet Saber is an adaptation of Beat Saber, and al-
lows the user to employ their feet in conjunction with their 
hands to kick and stomp incoming blocks. 

captured. We also evaluated our system’s spatial accuracy without 
using positional data reported by the VR headset and controllers 
(i.e., only camera-derived pose data is used as input to the model), 
and found error increased by 25.5% to 8.76 cm (SD=3.2). 

As one point of comparison, we ran CenterHMR [65] -– a state-
of-the-art 3D body pose estimation model -– and fed it recordings of 
our composited camera views post hoc. We found that CenterHMR 
had a mean joint error of 24.6 cm (SD=6.8) compared to ground 
truth. Note that CenterHMR has not been trained on data from our 
particular camera viewpoints, hence the comparisons are provided 
for reference only. In short, the unique viewpoints of our system, 
along with inherent distortions, require a custom model to perform 
well. However, it seems likely that a custom 3D model trained on 
copious data from our unique camera views would achieve even 
stronger performance than our present pipeline. 

6 EXAMPLE APPLICATIONS 
There are a myriad of applications that can make use of the full-body 
tracking (see Related Work) and many game titles that used Kinect’s 
full body pose. To convey the utility of ControllerPose, we created 
seven demo experiences that fall into three popular categories of 
VR applications: games, social apps, and health. Please also see the 
Video Figure. 

Figure 12: Our hockey goalie game requires users to use their 
limbs and body to block incoming shots. 

6.1 Games 
Games are presently the most popular category of application in 
virtual reality. SteamVR alone has 100+ gaming titles, along with 
games such as Island 359, Neos VR and Blade and Sorcery which 
have support for full body tracking and physics. To illustrate the 
use of our system’s full-body capabilities, we’ve adapted one of the 
most popular virtual reality games to date - Beat Saber - and created 
Feet Saber (see 10). The gameplay is similar to the original game, 
but users can now also use their legs to stomp and kick blocks on 
the foor plane. For our second game example, we created a human 
Tetris game (Figure 11), where users must assume the correct full-
body pose to pass obstacles and progress in the game. As a fnal 
example, we created a hockey goalie game (Figure 12) in which the 
user must utilizes every limb to defect incoming pucks. While not 
a full game experience, we note that our soccer avatar (Figure 1) 
has the ability to kick. 

6.2 Social Apps 
Expressing oneself physically (e.g., hand gestures, body language, 
tapping one’s feet impatiently) is a crucial component of social 
experiences. Today’s consumer VR systems and the social VR apps 
they run generally only animate the head and arms. Not only does 
this limit social bandwidth, but users can experience reduced em-
bodiment and immersion when they look down at their virtual 
lower body. ControllerPose can power avatars that are faithful 

Figure 11: We created a human Tetris game, where users 
must assume the correct full-body pose to pass obstacles. 

Figure 13: With ControllerPose, users can better express 
themselves in social VR experiences. 
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Figure 14: ControllerPose could be used to automatically de-
tect exercises and track rep counts (e.g., squats). In this demo, 
users can see their refection in a virtual gym mirror. 

to users’ real-world, full-body pose (Figure 13), as well as enable 
representative refections and shadows. 

6.3 Training, Exercise and Rehabilitation 
ControllerPose can also enable novel applications and experiences 
in health, ftness and rehabilitation — apps where capturing a user’s 
pose is immensely valuable. For example, as part of a rehabilitation 
regimen, an app could request the user perform balancing exercises 
to evaluate progress (Figure 15). ControllerPose could also be used 
to track physical activity and record rep counts for exercises such 
as squats (Figure 14) and lunges (Figure 16). 

7 LIMITATIONS AND FUTURE WORK 
While we believe ControllerPose ofers a new and practical way 
to digitize the body – especially the lower body – it nonetheless 
has pros and cons like any technical approach. In this section we 
review key weaknesses and avenues of future work. 

7.1 Limitations of a CV Approach 
First and foremost are limitations of a computer vision approach 
operating from a handheld controller. Chief among these is the fact 
our system cannot resolve a good view of the body if the hands are 
too close to the user, and certainly if the arms are resting by the 
side of the body. In these cases, it is impossible to get a full view of 
the body with our current camera placement (Figure 17, left image 
set). However, if an additional camera was added to capture the 
legs (Figure 17, right image set), it seems possible to estimate body 
pose even from these disadvantaged views. 

Figure 15: Balance training could be part part of a rehabili-
tation regimen. 

Figure 16: ControllerPose is used to count and rate lunges in 
this exercise demo app. 

It is also important to note that while computer-vision-based 
pose models have made tremendous strides in recent years, they 
are still very much an estimation. Add to this the low resolution 
of our cameras, and it seems unlikely such an approach could ever 
ofer the millimeter-level tracking accuracy seen in professional 
optical motion capture systems (e.g., Vicon, OptiTrack). Perhaps a 
more achievable goal is reaching parity with battery-powered worn 
IMU systems, which must contend with other issues such as drift. 
That said, centimeter-level tracking accuracy may be more than 
enough for most VR experiences, especially those employing gross 
movements, such as walking, running, kicking, climbing, leaning, 
crouching, etc. 

Even if higher spatial accuracies can be achieved, similar systems 
will have to contend with occlusion, both from the arms holding the 
controllers and from clothing elements such as sleeves and wrist 
jewelry. Also, at certain controller angles and in certain body poses, 
limbs can occlude one another (examples in Figure 18). We also 
found that some clothing can degrade the accuracy of our body pose 
estimation, such as baggy coats (Figure 19), but we note this is likely 
an issue with model training data and not an innate limitation. We 
also encountered cases where a user’s shoes or pants were close to 
the color of the foor, reducing contrast to the point of intermittent 
tracking loss. 

Finally, environmental factors can also impact system accuracy. 
For instance, we need good lighting as our cameras use the visible 
spectrum. Harsh rear lighting is particularly bad as our cameras 
auto-adjust their exposure levels. In the future, infrared cameras 
with illuminators could be considered to boost robustness. We also 
found that busy backgrounds can very occasionally lead to cata-
strophic errors in detected pose, but this was surprisingly rare – a 
testament to the progress made by deep learning computer vision 
researchers in the past few years. As described previously, our sys-
tem selects a winning pose from a set of four using joint confdence 
scores. When busy backgrounds do cause keypoint misalignment, 
this generally manifests as lower confdence values, and so they 
are only very rarely propagated up to the live VR avatar pose. 

7.2 Performance 
Our current system is a proof of concept, built to assess the general 
feasibility of our controller-based approach. The framerate, latency 
and other performance characteristics are not comparable to that 
of a commercially engineered and optimized implementation. Put 
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Figure 17: Example views when the controllers/hands are resting by the side of the body. Our current cameras (green & cyan) 
do not capture the body, and so our pipeline fails. In the future, cameras with larger felds of view could be utilized, or one or 
more cameras could be added to the controller. We captured examples of what these views would look like (purple & red), and 
it seems likely that pose models could detect the body even from this disadvantaged location in future work. 

simply, our performance stats should be considered the foor of per-
formance, not the ceiling. Nonetheless, our proposal to add a new 
deep-learning-based, body-tracking process to VR headsets will 
inevitably add extra compute overhead, which in turn will impact 
battery runtime. Rather than trying to extrapolate a number, it is 
more reliable to fnd an existing commercial analog of our software 
pipeline. A good exemplar is the Oculus Quest 2’s hand tracking fea-
ture. Like our system, this composites views from four cameras (in 
the headset) and tracks 21 keypoints on each hand (42 in total). This 
runs in realtime on the $299 hardware at 60 FPS [20, 49], concurrent 
with a main application consuming most of the CPU/GPU. This 
impressive level of performance is only possible with clever uses 
of hardware acceleration (e.g., the onboard Etron eSP770 camera 
controller performs all the panorama warping/stitching). The main 
Qualcomm Snapdragon XR2 chipset ofers hardware accelerated AI 
features through its Hexagon DSP. Amazingly, this AI processing 
hardware is 11x faster than the predecessor Oculus Quest 1 [56] 
released only 16 months earlier. In general, mobile-grade hardware 
continues to make incredible strides in compute performance, and 
the ability to add new pipelines such as ours will become increas-
ingly feasible with negligible impact. 

7.3 Expanded Range of Poses 
Lastly, we note that during our development process, we serendipi-
tously noticed our system recognizing (at least in part) many un-
usual poses, at least in the context of a VR experience. Examples 
(seen in Figure 20 bottom row) include sitting with legs crossed on 
a couch, kneeling on the foor, standing with one foot in front of the 
other and sitting on the foor while tucking one’s body into a loose 
fetal position (à la rowing). Although our pipeline was largely able 
to detect this body pose in the composited camera, it failed at later 
stages, chiefy the 3D pose estimation and the inverse kinematic 
posing of the avatar. However, we believe these sorts and other 
failure cases (Figure 20 top and middle row) of poses should be 
achievable in future work. 

7.4 Body Pose Sensor Fusion 
Our system already fuses computer-vison-derived body keypoints 
with IMU data from the headset and controllers. However, there 
are other sources of data future systems could leverage to further 
improve accuracy and robustness to e.g., occlusion. For instance, the 
cameras found in VR headsets for visual odometry (and sometimes 
hand tracking) are likely to be a great value, at least for the upper 

Figure 18: Pose estimation failure cases due to self-occlusion. 
From left to right: occlusion of lower body due to crossed 
legs, occlusion of feet due to kneeling and occlusion of body 
by the controller itself. 

Figure 19: Pose mis-predictions due to clothing occlusion. 
From left to right: Incorrect foot prediction due to skirt, In-
correct hip estimation due to baggy shirt and missing ankles 
due to large jacket. 



ControllerPose: Inside-Out Body Capture with VR Controller Cameras CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA 

Figure 20: Apart from the range of motions showcased in our user study and demo apps, we test ControllerPose’s pipeline on 
other unusual poses. Top row: cases where pose estimation failed. Middle row: cases where pose estimation partially worked. 
Bottom row: cases where pose estimation works well and fnds most of the body joints correctly. 

body, and also in cases where the feet project out in front of the 
body, such as when walking or lunging. If the user is wearing a 
smartwatch, IMU data could be used to better pose the wrist joint, 
instead of treating the hand as a linear extension of the forearm. 
Sound, captured by microphones in the headset, might also ofer 
locomotion cues, such as velocity of footfalls (e.g., stomping vs. 
tip-toeing). 

8 CONCLUSION 
We have shown how integrating cameras into VR controllers pro-
vides a new perspective on body pose capture in VR. While not as 
spatially accurate as external tracking systems or worn IMUs, we 
believe the practicality of our system makes a unique contribution 
in the literature and could bring full-body embodiment to many 
more VR users. Nonetheless, our system’s mean joint error of 7.34 
cm should be more than sufcient for a wide range of VR experi-
ences. To convey the performance and potential of our system, we 
built a series of examplary applications, most focusing on lower 
body interactions, as this is missing from a vast majority of VR 
systems today. We concluded with a discussion of limitations, both 
inherent and temporary, highlighting avenues for future work. 
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