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Figure 1: In this example scene (left image), two users (A and B) face one another, perhaps playing a mobile AR game where
full-body tracking could be valuable for expressive input. Unfortunately, neither phone is able to see – and thus digitize – its
owner’s body. However, User B’s phone (right image) can see User A (and vice versa) through its rear facing camera. BodySLAM
uses this view to capture and digitize the body, hands and mouth of User A and shares the data (visualized as A’). User A does
the same for User B, providing ad hoc full-body tracking (B’) without having to instrument either the user or environment.

ABSTRACT
Today’s augmented and virtual reality (AR/VR) systems do not pro-
vide body, hand or mouth tracking without special worn sensors or
external infrastructure. Simultaneously, AR/VR systems are increas-
ingly being used in co-located, multi-user experiences, opening the
possibility for opportunistic capture of other users. This is the core
idea behind BodySLAM, which uses disparate camera views from
users to digitize the body, hands and mouth of other people, and
then relay that information back to the respective users. If a user is
seen by two or more people, 3D pose can be estimated via stereo
reconstruction. Our system also maps the arrangement of users
in real world coordinates. Our approach requires no additional
hardware or sensors beyond what is already found in commercial
AR/VR devices, such as Microsoft HoloLens or Oculus Quest.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); Interaction techniques; Gestural input.
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1 INTRODUCTION
Handheld controllers, offering several buttons and six degree-of-
freedom tracking, are the most common input approach seen in
today’s augmented and virtual reality (AR/VR) systems (e.g., HTC
Vive [42], Oculus Rift [33]). Of course, there are many other facets
that could be valuable to digitize, including user body pose, facial
expression, skin tone and apparel. Unfortunately, very few AR/VR
systems capture these dimensions, and when they do, it is most
often via special worn sensors (e.g., instrumented gloves [19], addi-
tional cameras mounted on the headset [23]). Alternatively, external
infrastructure can be deployed (e.g., multiple room-mounted cam-
eras) that capture body pose without having to instrument the user
[33, 42].

In this work, we take advantage of an emerging use case: co-
located, multi-user AR/VR experiences. Although nascent, the ap-
plication space is already diverse (see Video Figure), ranging from
co-located 3D modeling [7, 38] and AR-augmented collaborative
spaces [29, 36], to tele-medicine and multi-player games [3, 8].
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